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Time resolved trace element calibration strategies
for LA-ICP-MS

Bence Paul, †*ab Joseph Petrus,†b Dany Savard, c Jon Woodhead,a Janet Hergt,a

Alan Greig,a Chad Patond and Peter Raynera

There are many processes that affect the measured concentration of elements determined by laser

ablation-inductively coupled plasma-mass spectrometry (LA-ICP-MS). Depending on the element of

interest, a range of corrections are required to account for sensitivity drift and downhole effects, as well

as other sources of inaccuracy. Here, we present a new method of calibrating LA-ICP-MS measurements

taking into consideration time-dependent sensitivity changes to produce a three-dimensional calibration

surface through time. These 3D calibration surfaces result in up to 20% improvements in our example

dataset for some elements. To ensure calibration surfaces that are created using multiple reference

materials are not degraded by matrix effects a median yield correction factor is determined relative to

a primary reference material. We also introduce sensitivity modelling for elements without accepted

values or where interferences may affect calibration. In addition to the correction of drift, we further

demonstrate a correction for downhole fractionation effects can improve the precision of spot analyses

by up to 20% in our example dataset. A flexible solution to the sum normalisation approach is briefly

introduced for calibration of multi-phase samples using different calibration parameters, along with

a residual correction based on compositional affinity to a reference material. Combined, these new

methodologies can improve the accuracy and precision of concentration determinations by LA-ICP-MS

in a wide variety of applications.

1 Introduction

Laser ablation inductively coupled plasma-mass spectrometry
(LA-ICP-MS) is a widely applied technique for the determination
of trace element concentrations in biological,1 archaeological,2

forensic,3 environmental4 and geoscientic5 studies. Due to the
ease of sample preparation, wide dynamic range, and relatively
few interferences, the range of applications continues to grow
each year.

Much of the initial development of LA-ICP-MS techniques
was conducted in the geosciences where glasses or relatively
homogeneous mineral phases were studied, for which there are
usually appropriate reference materials available. One of the
advantages of these types of samples is that accuracy (herein
referred to as the percentage difference between the accepted
value and the measured value) of 10% or better was oen ach-
ieved with a single reference material (RM) for most elements of
interest. However, with an ever-expanding range of sample types

and applications, this simple single RM approach may no
longer be sufficient.

In particular, composition-related ablation (‘matrix’) effects
which inuence the amount of material ablated per pulse
produce variability in inter-element ratios between sample and
reference materials, limiting accuracy (e.g. ref. 6). Accounting
for these factors remains a key challenge associated with the
modern LA-ICP-MS technique. While it is preferable to match
sample and reference material matrices as closely as possible,
for several reasons this is not always possible. These include
a lack of reference materials of suitable matrix; reference
materials with signicant uncertainties of their own and/or
small-scale heterogeneity; and a wide range of elements of
interest and concentrations within an experiment that require
multiple calibrants to be used. For these reasons, the amount of
post-analysis processing is variable depending on the
application.

In this contribution, we outline a series of options for cor-
recting these analytical effects. The approach we describe forms
a data reduction scheme (titled ‘3D Trace Elements’) for the
iolite data reduction soware7 although the same concepts
could be applied in any soware with similar functionality. We
also present a new three-dimensional approach to the applica-
tion of traditional calibration curves that accounts for time-
dependent sensitivity dri. We introduce ‘yield normalisation’
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to account for matrix effects between calibrating reference
materials and demonstrate that yield modelling, where one or
more elements' yield is used to calibrate another element, can
provide accurate results in certain conditions. These calibration
strategies can be combined with internal standard normal-
isation or sum normalisation to provide additional accuracy.
Here we describe a criteria approach to expand on the sum
normalisation approach to multi-phase samples. The incorpo-
ration of a downhole fractionation and residual corrections,
based on chemical similarity to a referencematerial(s), may also
improve precision and accuracy.

2 Background

In this section, we review the different techniques used for trace
element calibration, including the use of calibration curves, the
‘semi-quantitative’ approach and the use of ‘internal standards’,
inter-element fractionation, and sum normalisation approaches.

Typically for solution ICP-MS analysis multiple calibrants are
used to create a calibration curve for each element by plotting
concentration along the x axis and mean observed count rate
(intensity) along the y axis. A t to these data, usually an ordi-
nary least squares linear t,8 is used to calculate a slope and
intercept for the calibration. To calculate the concentration
using this calibration curve, the following equation is
commonly used:

cSAMP
i ¼

�
RSAMP

i � bi
�

mi
(1)

where cSAMP
i is the concentration of analyte i in the sample, RSAMP

i

is the background-subtracted count rate‡ for analyte i during the
sample analysis, and mi and bi are the slope and intercept of the
calibration curve for analyte i. If using a single reference material
(RM) and assuming that the calibration curve passes through
(0,0) (e.g., Longerich et al.9) eqn (1) can be written as:

cSAMP
i ¼ RSAMP

i cRM
i

RRM
i

(2)

where cRM
i and RRM

i are the concentration and count-rate of
analyte i in the reference material, respectively. Eqn (2) is oen
known in the LA-ICP-MS community as the ‘semi-quantitative’
approach as it does not include some of the factors described
below, even though it is fully quantitative.

The use of a calibration curve does not account for time
dependent sensitivity variation throughout an experiment,
referred to as sensitivity dri, as it combines all the reference
material analyses in an analytical session into a single slope and
intercept for each element. Calibration curves may be recalcu-
lated throughout an experiment, however, this can produce step
changes in the calibration, and is in practice rarely done.
Combining all RMmeasurements into a single calibration curve
is in effect the average of the sensitivity dri over time during
the experiment. Conversely, the application of a spline (or
similar interpolation)7,10 of the reference material's response
(RRM

i in eqn (2)) does allow for variations in sensitivity dri, but

only takes a single reference material into account. As
mentioned above, the use of multiple calibrants allows for
a greater range of concentrations and less reliance on a single
calibrant that may have its own sources of uncertainty (e.g.,
small scale heterogeneities).

Many geoscientists use a single RM to create a calibration
curve. Depending on the quality of the matrix match between the
RM and the samples, this single-point calibration curve is usually
sufficient for geological (and many other) applications, as
demonstrated by the quality of the results for secondary reference
materials processed as unknowns. The advantage of this
approach is that it allows for time resolved sensitivity dri
correction, and allows other RMs measured concurrently to be
used for quality control. However, there are several cases where
a single point calibration curve may not be ideal. For example,
where there is signicant uncertainty in the measurement of the
RM due to, for example, pores or gaps in biological RMs, or where
incomplete homogenisation of elements of interest in biological
RMs produces noisy signals (e.g. ref. 11). One way to address this
is to use more than one RM to calculate a calibration curve to
reduce the inuence of any one RM measurement as is common
in solution analyses. However, in LA-ICP-MS, time is an impor-
tant variable and may be a proxy for sampling position (in x, y or
z) and as described above a typical calibration curve lacks time
resolution. Therefore, here we present a time resolved approach
to creating calibration curves, and these calibration surfaces can
be used in subsequent corrections, as discussed below.

Additionally, not all elements of interest have published
values for each RM. With a single point calibration curve, only
the elements in the primary RM can be calibrated. However, in
this contribution, we introduce the concept of a ‘yield normal-
isation’ that allows measurements of elements common to
more than one RM to be used to determine a yield factor, which
can be used to normalised ablation yields between RMs.

The ablation yield of element i (yi) is dened as

yi ¼ RRM
i

cRM
i

(3)

which quanties the count rate relative to concentration for
a material. In this contribution we also discuss the concept of
‘yield modelling’ to calibrate elements with no accepted values
in the RMs based on the yield of other element or elements.

Subtle differences in ablation yield are common in different
sample matrices. An element of known concentration in the
sample, known as an ‘internal standard’ (IS), may be used to
account for minor variations in ablation yield (e.g., Longerich
et al.9). The use of an internal standard's ablation yield can be
incorporated into eqn (2) as follows:9

cSAMP
i ¼ RSAMP

i

S
(4)

where

S ¼ RRM
i

cRM
i

0
BBB@

RIS
RM

cISRM

RIS
SAMP

cISSAMP

1
CCCA (5)

‡ All count rates referred to herein are background subtracted count rates.
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and RIS and cIS are the count rate and concentration of the
internal standard. The bracketed term in eqn (5) is effectively
a yield normalisation factor that uses the internal standard
element to account for differences in ablation efficiency
between the reference material and the sample.

One effect that may need to be addressed when using
internal standards is downhole fractionation (DHF). Various
causes of inter-element fractionation6 occur where the
processes of ablation, transport, ionisation and detection
change the observed concentration ratio between elements. The
subset of those processes that can be expressed as a function of
pit depth are usually collectively referred to as ‘downhole frac-
tionation’. When using an internal standard, any downhole
fractionation between the IS and the element of interest will
decrease the accuracy of the measurement, and this is corrected
by determining the relationship between pit depth and the
observed ratio between the element of interest and the internal
standard. Below we present an example where correcting for
this DHF can improve precision and accuracy for certain
elements.

Another potential approach to calibration is the use of ‘sum
normalisation’ e.g. ref. 12 and 13. Here the concentration of an
element is expressed as a fraction of the sum of all elements in
the sample. Generally it is assumed that all signicant elements
have been measured, such that the sum of all concentrations is
equal to 100 wt%

csam
1 + csam

2 + csam
3. + csam

i. + csam
N = 100 wt% (6)

and the concentration of any element can be expressed as

csam
i ¼

100� Rsam
i � cRM

i

RRM
i

Pn
j¼1

Rsam
j � cRM

j

RRM
j

(7)

If the matrix is an oxide (e.g., a silicate mineral) all
concentrations are expressed as oxides. If signicant amounts
of other anions are present (e.g., Cl, F, S or OH, which are
generally not measured by ICP-MS, with the possible exception
of S) the sum will not be 100 wt%. If the content of the non-
oxygen anions is known, the sum can be adjusted to a value
other than 100% (e.g., if it is known that the OH content is 3%,
the sum of all measured elements will be 97 wt%). If the other
anion(s) content is not accurately known, this will result in
inaccuracies using this method. Due to the larger relative
uncertainties on elements of low concentration, Liu et al.13

recommended weighting the yield normalisation factor based
on the relative concentrations of each element.

The advantage of the sum normalisation approach is that is
does not require an internal standard to account for minor
matrix effects, saving having to measure the sample by
a different technique, or having some other prior knowledge of
the concentration. Not relying on an internal standard also
means that ablation can pass across different phases and the
normalisation process will account for different ablation yields
without having to rely on an internal standard. However, it is

complicated when passing between, for example, an oxide to
a sulde matrix. In this case, there needs to be some way to
change the normalisation values (e.g. ref. 14). Similarly, if
oxidation states change between phases the data reduction
algorithm needs some way to account for this. Below we outline
a criteria approach to apply sum normalisation to multi-phase
samples.

In addition to the above corrections, we also introduce
a residual correction based on the offset between the accepted
values for a secondary (i.e. non-calibrating) RM and the average
measured value.

3 Example datasets

We present two example datasets here to illustrate the correc-
tions described. However, the magnitude of the various
analytical effects described herein will depend largely on the
experiment and the type and nature of the calibrating reference
materials used. The well characterised, homogeneous reference
materials used in the example datasets are less likely to show
some of the negative effects described above. They do, however,
allow us to fully quantify the corrections without having to take
into consideration the effects of inhomogeneity etc.

The rst example dataset is an imaging experiment “Scan-
lines_Example” where the following reference materials were
ablated as approximately 33 s lines: NIST 610, NIST 612, BCR-
2G, BHVO-2G and BIR-1G. The NIST glasses, BCR-2G and
BHVO-2G were used as calibrants, and BIR-1G was interspersed
with scanlines across a gabbroic thin-section. Baseline
measurements of 10 s duration were determined at the end of
every scanline.

A second dataset “Spots_Example” is included as an example
of spot analyses. In this experiment, NIST 612, BHVO-2G and
BCR-2G are measured for 60 s, with BCR-2G being treated as an
unknown, along with spot analyses on the same gabbro as the
previous example dataset. Baselines were measured for 8 s
before each spot.

In both example datasets, the results for the gabbro are not
included here but served simply to emulate typical experimental
conditions in terms of run duration, matrix variability and dri
etc. The gabbroic sample is the same as that used in ref. 14.
Basic analytical conditions for both example datasets are set out
in Table 1. Raw data for these datasets, along with the processed
iolite (.io4) les, are available in the ESI.†

The accepted values used in the accuracy calculations herein
are from the GeoReM database15 preferred values. The uncer-
tainties shown in the gures are those listed for the preferred
values in the GeoReM database, expressed as two relative
standard deviations.

When comparing data reduction parameter sets (i.e. spline
type, t method, etc.), a single value to indicate whether the
overall accuracy is increasing or decreasing is useful. Here we
use the sum of the absolute percentage differences between
the mean measured value and the accepted value for all
elements measured. Although this value does not provide
information about the relative improvement in accuracy for
any one element, it does provide an overall indication

This journal is © The Royal Society of Chemistry 2023 J. Anal. At. Spectrom.
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expressed as a single value as to whether a parameter set
provides results closer to the accepted values. We do not report
a value such as the mean or median percentage difference as
there is no expectation that the deviations will be normally
distributed.

The magnitude of the various analytical effects described
herein will depend largely on the experiment and the type and
nature of the calibrating reference materials used. In the case of
the example datasets presented here, well characterised,
homogeneous reference materials were used which are likely to
show less of the negative effects described. They do, however,
allow us to fully quantify the corrections without having to take
into consideration the effects of inhomogeneity etc.

Even though results were obtained for 9Be, 74Ge, 95Mo, 115In,
133Cs and 209Bi in the “Scanlines_Example”, the accuracy for
these elements was typically an order of magnitude worse than
the remaining elements and/or below the limit of detection.
Omission of these results does not change the overall conclu-
sions of this contribution and so they have been excluded.

4 Experiment setup

Ideally, an experiment would be arranged with ‘blocks’ of RM
measurements interspersed between sample measurements,
as in Fig. 1. These blocks provide an estimate of the calibra-
tion curve at a particular point in time (effectively the block
mid-point), between which the slope and intercept of the

calibration curve can be interpolated (discussed below).
Additionally, one or more RMs are reserved for quality control
and are interspersed with sample measurements, indepen-
dent of the calibration blocks, thus providing non-calibration
secondary RMs. The duration between RM blocks depends on
the stability of the system, with less stable systems requiring
RM measurements more oen and vice versa. In our experi-
ence, blocks separated by approximately 30 minutes provide
adequate monitoring of sensitivity dri, and experiments that
vary at faster rates should be suspended and the instruments
and gas settings retuned. Once the data have been imported
into iolite, baseline, RM and sample selections can be created
(either automatically or manually depending on instrument
setup).

5 Initial calculations

The data reduction scheme (“DRS”) begins by assigning an
‘index channel’. The index channel in this instance is simply
a channel that is measured in all les, and thus will have
a complete associated time array cf. channels that appear in
a subset of les that will have gaps in their associated time
arrays (there is no requisite in iolite that all channels appear in
all data les). The intermediate and output channels and
splines calculated by the DRS are interpolated onto the time
array of the index channel. Optionally, a ‘mask’ can also be
created which, depending on the chosen method, can either be

Table 1 Analytical conditions for the example datasets

Scanlines_Example Spots_Example

ICP-MS conditions (Agilent 7700× Quadrupole)
ICP-MS forward power (W) 1300 1600
Reected power (W) 2 2
Sample depth (mm) 3 4
Plasma gas (L min−1) 15 15
Aux gas (L min−1) 0.9 0.9

Cell gas ows
Carrier gas (Ar) (mL min−1) 0.95 0.81
Cell gas (He) (mL min−1) 250 700
Makeup gas (N2) (mL min−1) Zero 3

Laser settings
Laser Australian Scientic Instruments

RESOlutionSE Compact with ATL Lasertechnik
EXCIMER laser

Resonetics-LR with Compex 110
excimer laser

Sample cell Laurin Technic S155 Laurin Technic S155
Wavelength 193 nm 192 nm
Rep rate (Hz) 10 5
Spot size (mm) 24 × 24 40
Fluence (J cm−2) 2 3

Calibrants
NIST 610, NIST 612, BCR-2G, BHVO-2G NIST 612, BHVO-2G

Secondary RMs
BIR-1G BCR-2G

J. Anal. At. Spectrom. This journal is © The Royal Society of Chemistry 2023
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via the ‘on’ periods recorded in the laser log le, or in the
absence of a laser log le, the ‘cutoff’ method can be chosen
where results are masked during time intervals where the index
channel drops below the chosen threshold. Masking helps
avoid the noisy ratios associated with baseline intervals that
overwhelm the vertical scale when plotting time-series.

If three or more Pb isotopes have been measured, a ‘total Pb’
channel is then created. This channel is the sum of the raw
counts for the individual Pb channels and is useful where
sample Pb isotope ratios are signicantly different from those of
the reference materials. All channels are then baseline
subtracted.

6 Block detection and calibration
curve fitting

Following basic setup, the RMs to use for calibration are
selected, with the remainder for quality control. The location of
blocks of calibration RM measurements can either be auto-
matically determined using the time gap between measure-
ments, with shorter gaps within blocks and larger gaps between
blocks. There are also options to automatically determine
blocks using a clustering approach (using the mid-time of the
RM selections) or manually assign or adjust blocks via the user
interface.

Once blocks have been identied, a calibration curve can be
tted for each element for each block. 3D Trace Elements comes
with several tting options including ordinary least squares
(OLS);8 weighted least squares (WLS);8 robust linear model
(RLM);8 orthogonal distance regression (ODR);16 or, the York

et al. approach.17 The OLS, WLS and RLM algorithms are
provided by the python StatsModels package8 whereas ODR is
made available via SciPy18 and York is adapted from York et al.17

and the UPbPlot package.19 Additional methods can be
employed by adding to the DRS script. For example, Funke
et al.20 note that, due to heteroskedacity§ in tting a calibration
curve to LA-ICP-MS results, a WLS approach can provide addi-
tional accuracy especially if a custom weighting function is
used. Although the latter is not currently implemented, it could
be added by editing the provided script.

The most appropriate t method to use depends on the
reference materials measured and the analytical setup, but in
the case of the example dataset there is little difference between
the different approaches, with the York approach occasionally
producing slightly different results. The sum of absolute
differences for each element (nelements = 47) is 732.5, 734.2,
736.0, 736.1 and 762.4 for the ODR, WLS, OLS, RLM and York
approaches, respectively.

It should be noted however that the example dataset is based
on well characterised, relatively homogeneous, glass reference
materials, and that the most applicable model for other refer-
ence material types and matrices may be quite different.

In addition to different t methods, there are options to
select whether the calibration curve should be forced through
the origin, and whether to apply yield normalisation to one RM.
The latter option calculates yield normalisation factors for each

Fig. 1 A schematic of an ideal experimental setup with blocks of reference materials interspersed between sample measurements. Secondary
(noncalibrant) reference materials should be intercalated with sample measurements to provide independent measures of accuracy and
repeatability.

§ Heteroskedacity in this case refers to the fact that LA-ICP-MS measurement
uncertainties increase in a non-linear fashion with decreasing concentration.
This affects the model error and some assumptions about the weighting of
datapoints in tting the model. See Funke et al.20 for more details.

This journal is © The Royal Society of Chemistry 2023 J. Anal. At. Spectrom.
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calibrating RM relative to a selected ‘primary’ RM. This process
only uses elements where there is an accepted value for both
RMs. A median yield factor is then applied to all measured
elements for the RM. The algorithm calculates a median yield
correction factor based on the elements in common and applies
that factor to all results for this RM. This can help remove
matrix effects in calibration curves where there are likely to be
different ablation yields for the calibrating RMs.

An example showing the effect of yield normalisation is
shown in Fig. 2. In this example dataset, where both basaltic
and sodic glass RMs are used to construct the calibration
curves, normalising ablation yields to BCR-2G provides addi-
tional accuracy especially when no internal standardisation is
used. However, the combination of an internal standard with
yield normalisation provides additional accuracy (when all
other factors remain constant) presumably because the yield
correction factor is based on multiple elements instead of just
the internal standard.

A different combination of t method, list of calibrants, and
whether the t is forced through zero can be set for each mass
measured. The application of a yield correction applies to all
masses measured.

7 Three-dimensional calibration
surfaces

Once calibration blocks have been identied and a curve t for
each block, the slope and intercept for each block can then be
interpolated to create a calibration surface with concentration,
intensity and time being plotted on the x, y and z axes,
respectively. This surface allows concentration to be calculated
for any datapoint within the session. This is in contrast to
combining all RM analyses within a session to create an overall
calibration curve for each element.

The interpolation method to create the calibration surface
can range in complexity from an overall average of the session,

to linear interpolation, to step functions or cubic splines with
varying degrees of smoothing. The simplest of these (a mean t
to all blocks) is effectively the same as a conventional calibra-
tion curve. An animated example of a 3D calibration surface is
included in the ESI.† A comparison of the effect of using a mean
t to all blocks with using a smoothed cubic spline is shown in
Fig. 3. The addition of time resolution by using a smoothed
spline, in the example dataset, does not produce a signicant
change in the session-level accuracy of the results: the sum of
absolute differences is 1155% and 1164% for the mean and
smoothed spline, respectively. However, there is a signicant
improvement in precision, with relative standard deviations
(RSDs) decreasing by up to 20% as sensitivity dri is corrected
for by the calibration surface.

This is because with the mean approach, early results may be
higher than the accepted values, and later results will be lower
(or vice versa) but the average result is the same. However, the
time resolved approach produces signicant improvements in
precision with no time dependence. The difference in precision
can be determined by examining the difference in % RSD for
each approach (Fig. 3(b)). Looking at the differences between
the RSDs for the elements measured (Fig. 3(c)), where positive
values indicate that the precision of the spline approach is
better than mean approach, the most pronounced differences
are for the heaviest elements, and for this example data the
spline approach can be up to 20% more precise (e.g., Th and
Pb). Only two elements have more precise results using the
mean approach (Li and K), where the difference between the
two methods is approximately 1%.

Intermediate between these approaches is to periodically
recalculate calibration values. If the calibration is changing
signicantly between calibration blocks, however, step changes
in the calibration may occur without gradational interpolation.
This approach can be replicated in the soware discussed by
using the ‘Step Forward’ interpolation option. This keeps the
current calibration coefficients until the next calibration block

Fig. 2 An example showing the effect of yield normalisation and internal standardisation on the calibrating RMs, showing the accuracy of BIR-1G
results (n = 24) in the example experiment “Scanlines_Example” (a), and the sum of absolute differences for each parameter set (b). All other
factors were kept constant. The grey bars in (a) represent the 2RSD of the accepted values from GeoReM15 for each element. In this example
using yield normalisation provides a modest improvement in accuracy for most elements when combined with an internal standard (b), but
a significant improvement when no internal standard is used.
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is reached and a new set of coefficients are calculated. Exam-
ining the precision of these approaches for the Scanlines
Example dataset, using Sr as an example element withmoderate
response to these effects (see Fig. 3), observed RSDs are 2.2%,
3.6% and 9.9% for the spline, step forward and mean interpo-
lation methods, respectively.

8 Yield modelling

There may be instances where an element of interest does not
have an accepted value for the reference materials used. In such
cases, it may be possible to interpolate (or extrapolate) the yield
for the element of interest based on the yield of elements of
similar mass. The approach uses the yield of each element,
arranged in mass order, and grouped by calibration block (e.g.
Fig. 4). Yields are normalised to the isotopic abundance and
(optionally) the rst ionisation energy of the element. One or

more elements can be chosen for interpolation. If a single
element is used, the yield used is simply the same as that for the
model element, with a value for each block. Where two or more
elements are chosen, an interpolation (or extrapolation) can be
calculated using a variety of spline types to determine the
selected channel's yield.

Although the applicability and accuracy of this approach will
depend on the element of interest, and the availability of
surrounding masses of similar character, we demonstrate here
the effectiveness of this approach using several elements: V, Y,
La, Ho, Tm, Lu and Th (Fig. 5). The elements used to calculate
the yield of each channel is shown in Table 2. This example
shows that in most cases the yield interpolation is similar in
accuracy to that using the actual measured data. In the case of
La the result is signicantly worse, presumably because the
yield calculated using the data is already quite accurate.
However, it is interesting to note that in some cases the

Fig. 3 The effect of using a mean–spline (equivalent to a conventional calibration curve; filled squares), a step forward interpolation (equivalent
to recalculating calibration curves; filled triangles), and a smoothed spline interpolation (open circles) of calibration factors in the example dataset
“Scanlines_Example”. Using Sr as an example (a), even though the average result for each approach is approximately the same there is
a significant improvement in precision using the spline approach which takes into account time-dependent sensitivity drift. This effect is
observed for almost all elements in the example dataset (b), with the difference in RSD for some elements (mean–spline) being an up to 20%
improvement (c). All other factors apart from the interpolation type were kept constant. Ca43 was used as the internal standard for all reductions.
The shaded area in (a) represents the uncertainty in the accepted value15 and error bars show the 2SE uncertainty for each BIR-1Gmeasurement.
The step forward interpolation results are omitted from (b) and (c) for clarity but are intermediate between the spline and mean approaches (see
main text).
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modelled yield is more accurate than that calculated from the
measured data (e.g. Th). It may be that for elements with low
concentrations but with nearby elements of higher concentra-
tion, a modelled yield is less affected by analytical noise and
thus produces more reliable results. Similarly, elements that are

affected by interferences present in the RM but absent in the
sample may be better calibrated using a modelled yield rather
than the actual data. Ultimately however this will depend on the
element of interest and the reference materials used.

9 Normalisation strategies

At this point, the data would be normally described as ‘semi-
quantitative’. As discussed above, normalising to an internal
standard can help correct for differences in ablation yield and
allow for situations where the entire ablation is not selected for
spot analyses. In the program described herein, if just one
element is chosen as an internal standard, this is equivalent to
Longerich et al.'s9 approach. However, there are situations
where no internal standard can be selected; when there is no
well-known concentration of any element in the sample or when
an analysis is performed onmore than one phase, where ‘phase’
might refer to a mineral, alloy or some other compositional

Fig. 4 An example showing a yield interpolation for V51 using surrounding elements in the “Scanlines_Example” dataset. The yields for each
channel, arranged according tom/z, are normalised to isotopic abundance and first ionisation energy. The elements used to model the yield are
Sc45, Ti49, Cr53 and Mn55, and are highlighted in red. Blocks are represented using colours (starting with red, then through to black in time
order). The straight diagonal lines are the linear fit with the colour of each line representing the calibration block. The dashed vertical black line
represents the m/z of V51, and is the value that will be used for the yield for each block. Linear fits have been used in this example, but other fit
options are available. The set of elements to use in the fit is configurable (e.g. Table 2).

Fig. 5 A comparison of the results of using yield interpolation, with
and without normalisation to each elements first ionisation energy (“IE
norm”), to using the yield calculated using the measured data. The
results show that for the selected elements in the “Scanlines_Example”
dataset the yield interpolation/extrapolation produces similar accuracy
to that using the actual data. An exception is La which shows signifi-
cantly less accurate results using modelled yields, whereas V and Th
results are more accurate using the modelled yields. In most cases,
with the exception of Lu, the result of normalising to the first ionisation
energy produces a similar or better level of accuracy. Yields were
modeled using a range of surrounding elements (see Table 2); all other
parameters were kept constant.

Table 2 Yield modelling parameters

Channel Modelled using

V51 Sc45, Ti49, Cr53, Mn55
Y89 Zr90
La139 Ce140, Nd146, Eu151
Ho165 Dy163, Er166, Yb172
Tm169 Dy163, Er166, Yb172
Lu175 Dy163, Er166, Yb172
Th232 Pb208, U238

J. Anal. At. Spectrom. This journal is © The Royal Society of Chemistry 2023
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entity. In such cases, a calculation equivalent to Liu et al.'s13

‘sum normalisation’ approach can be performed. If it is ex-
pected that elements will be present as oxides, there is an option
for converting all channels to their oxide equivalents before
normalisation. As described in the Background section, when
analysing samples comprising a mixture of phases, ideally the
normalisation process is optimised for each phase, but this
requires the measurement of all major elements which may
results in analytical time and/or spatial resolution compromises
when using a quadrupole ICP-MS. On the other hand, ICP-TOF-
MS provides multi-element detection (m/z 14–256) at high
scanning rate (33 000 Hz)21 and is thus well suited to the sum
normalisation approach.

An approach for normalisation using criteria based on
background-subtracted count rates to adjust normalisation
parameters for selected phases is presented. The sample is
a nelsonite from the Sept-̂Iles mac intrusion22 and was ana-
lysed by LA-ICP-TOF-MS at LabMaTer (UQAC) following the
procedures described in Savard et al.23 This example does not
serve to demonstrate the accuracy of the normalisation criteria
approach (which has been demonstrated elsewhere13), but
rather demonstrates the concept of being able to use the sum

normalisation approach in an imaging experiment by dening
phases based on counts rates.

This approach examines each criterion to determine the
intervals where the following normalisation parameters are
applied: the normalisation total (which may not be 100% as
described in the Background section); whether to convert to
oxides; and the oxide forms (e.g., FeO vs. Fe2O3). This creates, in
effect, a phase map of the sample (Fig. 6), each with their own
normalisation parameters. Phase identication is based on
distinctive elements within each phase. In the presented
example, high S34 counts were used to delimit the sulde phase
(pyrite FeS2); high P31 counts for apatite; high Mg24 counts for
serpentine; and high Ti47 counts for ilmenite. For magnetite,
high Fe56 counts were used in conjunction with low S34 to
distinguish magnetite from sulde, rather than basing the
comparison on Fe alone (any number of criteria may be used to
dene a phase). The absence of P in calcite was also useful to
distinguish between calcite and apatite. The normalisation sum
for calcite was set to 56% to allow for the 44% CO2 present in
calcite. Major elements in apatite were converted to oxide form
and were normalised to 95 wt% to compensate for the 5%
estimated contribution of OH and Cl. Ilmenite was normalised

Fig. 6 An example of using criteria to assign normalisation parameters to phases within a nelsonite sample from the Sept-̂Iles mafic intrusion.
The photomicrograph (top left) shows the minerals in the sample in reflected light. The sample area, automatically partitioned into phases based
on count rate criteria, is shown lower left. Each phase is processed according to its own set of normalisation parameters allowing for sum
normalisation to be used in an imaging experiment. The calcium concentrationmap calculated using the conventional semi-quantitativemethod
(top right) suggests that the calcite has almost double the calcium content of the apatite. However, this is an analytical artefact due to the higher
ablation yield of calcite. In the image created using the sum-normalisation approach (lower right) the calcium content of the apatite and calcite is
similar, which is consistent with SEM analyses. The laser ablation image was acquired by LA-ICP-TOF-MS using a 6 × 12 mm beam at LabMaTer
(UQAC). Ilm = ilmenite, Apa = apatite, Mgt = magnetite, Py = pyrite, Cal = calcite, Srp = serpentine.

This journal is © The Royal Society of Chemistry 2023 J. Anal. At. Spectrom.
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to 100% oxides assuming iron being Fe2+ (FeO) while Fe in
magnetite was assumed to be a stoichiometric mixture of Fe2+

(FeO) and Fe3+ (Fe2O3) thus equivalent to Fe3O4. The H2O
content in serpentine was calculated from external EMPA
analysis and the normalisation value was set to 80 wt%. Finally,
Fe and S in the sulde (pyrite FeS) were not converted to oxide
and the normalisation value was 100 wt%.

This example shows that the sum normalisation approach
may be used in a multiphase sample by employing criteria to
dene areas for similar treatment. In the example shown in
Fig. 6, when using the conventional ‘semi-quantitative’
approach, the calcium content in the calcite phase appears to be
approximately 1.5 times that of the apatite phase. However, this
is due to the higher yield of calcite, when actually the calcite and
apatite have similar Ca contents (see ESI† for additional
details). Using the criteria sum normalisation approach avoids
this analytical artefact to produce more accurate concentration
data for imaging experiments. This approach is discussed in
more detail in Savard et al.23

10 Affinities, downhole fractionation
and residual corrections

The effect of downhole fractionation is most commonly taken
into account in U–Pb geochronology studies (e.g. ref. 24 and 25),
however DHF may also occur in trace element spot analyses
where fractionation occurs between an element of interest and
the internal standard e.g., Fig. 7(a).

As DHF is a matrix dependent phenomenon, RMs with
different compositions may exhibit different amounts of DHF
(e.g., Fig. 7(b)) and when using multiple RMs to accurately
correct for DHF it may be necessary to determine which RM
each sample ablation most closely matches in composition.
Here, we describe this similarity in composition “affinity”,
which can be determined automatically using a subset of the
measured elements in, for example, a nearest centroid classi-
er.26 Similarly affinity may bemanually assigned if information
about the sample composition is already known. With the
affinity assigned, the RM with the most closely matching
composition may be used to correct for DHF by tting a model
to the observed downhole trend and then correcting to this
model. In the “Spot_Analysis” example dataset, the BCR-2G
analyses are treated as unknowns. A nearest centroid
approach correctly identied BHVO-2G as having a greater
affinity to these analyses than NIST 612. Using a smoothed
spline model for the DHF for BHVO-2G, the correction removes
the upward trend in the data and thus reduces the uncertainty
on each analysis (Fig. 7(c)). In this example, the uncertainty for
Na concentrations in BCR-2G ranges from 310–390 (2SE) before
correction, to 270–300 (2SE) post-correction: an average reduc-
tion of up to 20%. It should be noted that not all elements are
affected by DHF, and the degree to which this correction
improves precision will depend on the element of interest, the
internal standard used and the composition of the sample.

Affinities may also be used in residual corrections. By
residual correction, here we refer to correcting samples for the

Fig. 7 An example of the DHF correction for Na concentrations in
BCR2G analyses in the “Spots_Examples” example dataset, where
BCR-2G is treated as an unknown and calibrated with NIST 612 and
BHVO-2G. In this example, Ca is used as the internal standard. Before
DHF correction, aligning the start of each ablation and calculating the
average for each time slice (bold black line) Na concentrations show an
overall increasing trend as ablation continues (a) where ‘BeamSeconds’
(the x axis) is a proxy for pit depth. As the downhole fractionation
trends of NIST 612 and BHVO-2G are appreciably different (b) it is
important to match the unknown with a compositionally-similar
reference material. In this case, a nearest centroid approach has
correctly identified BHVO-2G as the most appropriate RM to correct
for DHF in the BCR-2G analyses. Correcting to a smoothed cubic
spline model of the DHF results in an almost flat Na concentration
profile with increasing pit depth (c). By performing this correction, the
uncertainty of the individual Na analyses is reduced significantly.
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amount the calculated result for an RM is from its accepted
value. For example, if the nal average calculated value for
a selected element in an RM is 5% above its accepted value, and
a sample shares an affinity with the RM, we can correct the
sample's result for this element down by 5%. While this may
appear circular reasoning to calculate an additional offset to an
RM used as a calibrant, if this offset between the calculated and

accepted values is considered a residual to the model, this
correction becomes a residual correction. Note that in our
implementation of this correction, any element with a residual
greater than 15% is not applied, as it suggests a poor model t
for this element. This threshold is adjustable depending on
application.

In our Scanlines_Example dataset, where the BIR-1G anal-
yses are treated as unknowns and a nearest centroid calculation
based on major elements determines that these analyses share
the most affinity with BHVO-2G, a residual correction to
BHVO2G has been applied (Fig. 8). The sum of absolute
percentage differences between no affinity correction and
correction applied is 433 and 368, respectively. As shown in
Fig. 8(c) this improvement is most marked for the lighter
masses (Li to Rb) and the lanthanides. No correction is applied
to the Zn, Tm or Pb results due to the measured values for
BHVO-2G being greater than 15% from the accepted value
(Fig. 8(a)). Results for Ta and Th aer the affinity correction are
signicantly worse, going from 14% and 12% for Ta and Th
respectively before correction, to 28% and 23% post correction.
Amore subtle effect is that the number of massesmeasured that
are within 5% of the accepted value before the correction in this
example dataset is 14, but aer correction there are 26 elements
within 5% of the accepted value (Fig. 8(b)). This would suggest
that the application of this correction may provide additional
accuracy but should be used judiciously given that some results
may be worse post-correction.

11 Summary

Here we present a new approach to calibration curves that
include a time axis to allow for correction of time-dependent
sensitivity dri when using multiple reference materials. The
calculation of a yield normalisation factor between reference
materials avoids yield effects when constructing calibration
curves. Providing a number of methods for tting calibration
curves, along with a range of interpolation options, allows for
exploration of the best set of parameters for correcting trace
element data. Yields for elements lacking an accepted value in
the calibrating RMs, or where interferences affect the accuracy,
may be calculated from nearby elements. In some cases, where
the element of interest is of low concentration relative to those
surrounding it, this may provide additional accuracy than using
the measured data (e.g. Th in the example dataset).

Combining multi-RM calibration curves with individual
sample yield correction, either in the form of an internal stan-
dard or sum normalisation (both having the same effect), is
presented, along with downhole fractionation corrections and
residual corrections based on compositional affinity.

The importance and magnitude of each of the corrections
demonstrated will depend largely on the samples being
measured and the nature of each experiment. However, in the
example dataset shown, improvements of up to 20% due to
correction for sensitivity dri, and up to 20% for downhole
fractionation correction, suggest that for some elements these
corrections can signicantly improve results. The use of
a residual correction based on affinity may provide nal

Fig. 8 An example of a residual correction based on affinity in the
example dataset, where the residuals to the calculated BHVO-2G
results (a) are used to correct the BIR-1G results, which are treated as
unknowns (b). The improvement by applying this correction for each
channel is shown in (c) where positive values are closer to the
accepted value and negative are further. In (a) the results for Pb are not
shown, but are approximately 60% from the accepted value (2.7 mg g−1

measured vs. the accepted value of 1.7 mg g−1). In (a) the dashed
horizontal lines represent the 15% threshold, beyondwhich no residual
correction is applied.

This journal is © The Royal Society of Chemistry 2023 J. Anal. At. Spectrom.
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additional gains to accuracy, although its use should be care-
fully evaluated in practice.
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modelled yield is more accurate than that calculated from the
measured data (e.g. Th). It may be that for elements with low
concentrations but with nearby elements of higher concentra-
tion, a modelled yield is less affected by analytical noise and
thus produces more reliable results. Similarly, elements that are

affected by interferences present in the RM but absent in the
sample may be better calibrated using a modelled yield rather
than the actual data. Ultimately however this will depend on the
element of interest and the reference materials used.

9 Normalisation strategies

At this point, the data would be normally described as ‘semi-
quantitative’. As discussed above, normalising to an internal
standard can help correct for differences in ablation yield and
allow for situations where the entire ablation is not selected for
spot analyses. In the program described herein, if just one
element is chosen as an internal standard, this is equivalent to
Longerich et al.'s9 approach. However, there are situations
where no internal standard can be selected; when there is no
well-known concentration of any element in the sample or when
an analysis is performed onmore than one phase, where ‘phase’
might refer to a mineral, alloy or some other compositional

Fig. 4 An example showing a yield interpolation for V51 using surrounding elements in the “Scanlines_Example” dataset. The yields for each
channel, arranged according tom/z, are normalised to isotopic abundance and first ionisation energy. The elements used to model the yield are
Sc45, Ti49, Cr53 and Mn55, and are highlighted in red. Blocks are represented using colours (starting with red, then through to black in time
order). The straight diagonal lines are the linear fit with the colour of each line representing the calibration block. The dashed vertical black line
represents the m/z of V51, and is the value that will be used for the yield for each block. Linear fits have been used in this example, but other fit
options are available. The set of elements to use in the fit is configurable (e.g. Table 2).

Fig. 5 A comparison of the results of using yield interpolation, with
and without normalisation to each elements first ionisation energy (“IE
norm”), to using the yield calculated using the measured data. The
results show that for the selected elements in the “Scanlines_Example”
dataset the yield interpolation/extrapolation produces similar accuracy
to that using the actual data. An exception is La which shows signifi-
cantly less accurate results using modelled yields, whereas V and Th
results are more accurate using the modelled yields. In most cases,
with the exception of Lu, the result of normalising to the first ionisation
energy produces a similar or better level of accuracy. Yields were
modeled using a range of surrounding elements (see Table 2); all other
parameters were kept constant.

Table 2 Yield modelling parameters

Channel Modelled using

V51 Sc45, Ti49, Cr53, Mn55
Y89 Zr90
La139 Ce140, Nd146, Eu151
Ho165 Dy163, Er166, Yb172
Tm169 Dy163, Er166, Yb172
Lu175 Dy163, Er166, Yb172
Th232 Pb208, U238

J. Anal. At. Spectrom. This journal is © The Royal Society of Chemistry 2023
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entity. In such cases, a calculation equivalent to Liu et al.'s13

‘sum normalisation’ approach can be performed. If it is ex-
pected that elements will be present as oxides, there is an option
for converting all channels to their oxide equivalents before
normalisation. As described in the Background section, when
analysing samples comprising a mixture of phases, ideally the
normalisation process is optimised for each phase, but this
requires the measurement of all major elements which may
results in analytical time and/or spatial resolution compromises
when using a quadrupole ICP-MS. On the other hand, ICP-TOF-
MS provides multi-element detection (m/z 14–256) at high
scanning rate (33 000 Hz)21 and is thus well suited to the sum
normalisation approach.

An approach for normalisation using criteria based on
background-subtracted count rates to adjust normalisation
parameters for selected phases is presented. The sample is
a nelsonite from the Sept-̂Iles mac intrusion22 and was ana-
lysed by LA-ICP-TOF-MS at LabMaTer (UQAC) following the
procedures described in Savard et al.23 This example does not
serve to demonstrate the accuracy of the normalisation criteria
approach (which has been demonstrated elsewhere13), but
rather demonstrates the concept of being able to use the sum

normalisation approach in an imaging experiment by dening
phases based on counts rates.

This approach examines each criterion to determine the
intervals where the following normalisation parameters are
applied: the normalisation total (which may not be 100% as
described in the Background section); whether to convert to
oxides; and the oxide forms (e.g., FeO vs. Fe2O3). This creates, in
effect, a phase map of the sample (Fig. 6), each with their own
normalisation parameters. Phase identication is based on
distinctive elements within each phase. In the presented
example, high S34 counts were used to delimit the sulde phase
(pyrite FeS2); high P31 counts for apatite; high Mg24 counts for
serpentine; and high Ti47 counts for ilmenite. For magnetite,
high Fe56 counts were used in conjunction with low S34 to
distinguish magnetite from sulde, rather than basing the
comparison on Fe alone (any number of criteria may be used to
dene a phase). The absence of P in calcite was also useful to
distinguish between calcite and apatite. The normalisation sum
for calcite was set to 56% to allow for the 44% CO2 present in
calcite. Major elements in apatite were converted to oxide form
and were normalised to 95 wt% to compensate for the 5%
estimated contribution of OH and Cl. Ilmenite was normalised

Fig. 6 An example of using criteria to assign normalisation parameters to phases within a nelsonite sample from the Sept-̂Iles mafic intrusion.
The photomicrograph (top left) shows the minerals in the sample in reflected light. The sample area, automatically partitioned into phases based
on count rate criteria, is shown lower left. Each phase is processed according to its own set of normalisation parameters allowing for sum
normalisation to be used in an imaging experiment. The calcium concentrationmap calculated using the conventional semi-quantitativemethod
(top right) suggests that the calcite has almost double the calcium content of the apatite. However, this is an analytical artefact due to the higher
ablation yield of calcite. In the image created using the sum-normalisation approach (lower right) the calcium content of the apatite and calcite is
similar, which is consistent with SEM analyses. The laser ablation image was acquired by LA-ICP-TOF-MS using a 6 × 12 mm beam at LabMaTer
(UQAC). Ilm = ilmenite, Apa = apatite, Mgt = magnetite, Py = pyrite, Cal = calcite, Srp = serpentine.

This journal is © The Royal Society of Chemistry 2023 J. Anal. At. Spectrom.
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entity. In such cases, a calculation equivalent to Liu et al.'s13

‘sum normalisation’ approach can be performed. If it is ex-
pected that elements will be present as oxides, there is an option
for converting all channels to their oxide equivalents before
normalisation. As described in the Background section, when
analysing samples comprising a mixture of phases, ideally the
normalisation process is optimised for each phase, but this
requires the measurement of all major elements which may
results in analytical time and/or spatial resolution compromises
when using a quadrupole ICP-MS. On the other hand, ICP-TOF-
MS provides multi-element detection (m/z 14–256) at high
scanning rate (33 000 Hz)21 and is thus well suited to the sum
normalisation approach.

An approach for normalisation using criteria based on
background-subtracted count rates to adjust normalisation
parameters for selected phases is presented. The sample is
a nelsonite from the Sept-̂Iles mac intrusion22 and was ana-
lysed by LA-ICP-TOF-MS at LabMaTer (UQAC) following the
procedures described in Savard et al.23 This example does not
serve to demonstrate the accuracy of the normalisation criteria
approach (which has been demonstrated elsewhere13), but
rather demonstrates the concept of being able to use the sum

normalisation approach in an imaging experiment by dening
phases based on counts rates.

This approach examines each criterion to determine the
intervals where the following normalisation parameters are
applied: the normalisation total (which may not be 100% as
described in the Background section); whether to convert to
oxides; and the oxide forms (e.g., FeO vs. Fe2O3). This creates, in
effect, a phase map of the sample (Fig. 6), each with their own
normalisation parameters. Phase identication is based on
distinctive elements within each phase. In the presented
example, high S34 counts were used to delimit the sulde phase
(pyrite FeS2); high P31 counts for apatite; high Mg24 counts for
serpentine; and high Ti47 counts for ilmenite. For magnetite,
high Fe56 counts were used in conjunction with low S34 to
distinguish magnetite from sulde, rather than basing the
comparison on Fe alone (any number of criteria may be used to
dene a phase). The absence of P in calcite was also useful to
distinguish between calcite and apatite. The normalisation sum
for calcite was set to 56% to allow for the 44% CO2 present in
calcite. Major elements in apatite were converted to oxide form
and were normalised to 95 wt% to compensate for the 5%
estimated contribution of OH and Cl. Ilmenite was normalised

Fig. 6 An example of using criteria to assign normalisation parameters to phases within a nelsonite sample from the Sept-̂Iles mafic intrusion.
The photomicrograph (top left) shows the minerals in the sample in reflected light. The sample area, automatically partitioned into phases based
on count rate criteria, is shown lower left. Each phase is processed according to its own set of normalisation parameters allowing for sum
normalisation to be used in an imaging experiment. The calcium concentrationmap calculated using the conventional semi-quantitativemethod
(top right) suggests that the calcite has almost double the calcium content of the apatite. However, this is an analytical artefact due to the higher
ablation yield of calcite. In the image created using the sum-normalisation approach (lower right) the calcium content of the apatite and calcite is
similar, which is consistent with SEM analyses. The laser ablation image was acquired by LA-ICP-TOF-MS using a 6 × 12 mm beam at LabMaTer
(UQAC). Ilm = ilmenite, Apa = apatite, Mgt = magnetite, Py = pyrite, Cal = calcite, Srp = serpentine.
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